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 Artificial Intelligence Cloud computing provides the flexible 
and on-demand business environment based on the 
resource sharing phenomena to make the service easily 
available for public utility. Workflow scheduling has been 
one of the prominent cloud computing applications; 
workflow comprises repeated business activity pattern 
which needs to execute in accordance with sequential 
checklist scheduling and it requires efficient QoS such as 
energy consumption, task execution time. In this work we 
address the problem of makes pan minimization and energy 
consumption, We have developed an efficient workflow 
mechanism named EAMM (Energy Aware Makes pan 
Minimization) to achieve the better performance in 
workflow scheduling. At first EAMM mechanism designs the 
problem of processing delay and execution time as a joint 
problem and solves through the same algorithm. here we 
focus on minimizing the make span and energy consumption 
in VM scheduling this is achieved through reducing the 
execution time on given local processor through designed 
algorithm. EAMM is evaluated by considering the dataset of 
scientific workflow based Montage and through the 
comparative analysis it is observed that EAMM simply 
outperforms the existing model in terms of total execution 
time and energy consumption. 
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1. Introduction  
Cloud computing is an emerging technology which makes use of internet and remote 
server for providing the services to users; cloud computing is considered as the novel 
paradigm where the business process and storage [1] which was applicable only for 
large organizations, can now easily accessed by the smaller companies and individuals 
as well. Moreover, cloud computing possesses various features such as on demand 
self-service, elasticity, pooling and broad network access; further self-service provides 
users to pay only for the amount of resource used and time period. Moreover, 
resource pooling indicates unlimited resource availability for customers and various 
customers can adopt various services in accordance with their demand; elasticity is an 
added advantage to scale up and scale down resources as per requirement. 
Virtualization is one of the primary ideas of cloud computing that allows various VMs 
to reside into the single machine [2]-[5]-[6]. 
 
Moreover, users use various VM instances to launch their application and later VM 
execute the task driven by user. Workflow comprises the repeatable business pattern 
activities; it is explained as the series of group, an organization, staff or operations 
represented in DAG (Directed Acyclic Graph) [7]. Here each graph node depicts the 
process or task and further edges indicates the task dependency. Moreover, executing 
the heavy workflows results in uncertainty error, hence workflows possess a huge 
challenge as sometimes hundred tasks need to be executed in such a way that time 
and cost has to be managed. Moreover, workflows execution is carried out in parts; it 
starts with submitting an application, making required input file accessible then data 
transfer and so on. Further there are other constraint which effects the workflow 
performance such as VMs failure, data transfer. Scheduling a workflow as mentioned is 
one of the most important and demanding tasks in cloud computing. It is an effortful 
task and is the primary step of execution of an application [8]. It is the deciding factor 
of performance of an application. Scheduling basically is a mapping of various 
workflow tasks on different VMs of various performance factors so as to achieve QoS 
of users [9]. A workflow is a representation of various independent business tasks 
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which are combined together and are contained in a flow using dependencies, which 
are a vital part of scheduling. However, workflow scheduling is an NP-hard problem in 
cloud computing which makes an optimal solution difficult to achieve [10]. Although 
there can be numerous objectives of users, the most common of them is time and 
cost. Since there can be numerous requirements (task) of the user with numerous 
cloud resources, scheduling is done so as to achieve the users’ objectives of cost and 
time by proper allocation of tasks to resources [11]. 
 
There have been several methods for makespan minimization, one of the methods is 
known as DFS (Dynamic Frequency scaling) which achieves the makespan optimization 
and energy efficient scheduling through scaling down frequency and voltage when 
given tasks are running. Moreover, there are various mainstream manufacturers such 
as AMD, ARM and Intel which adopts the DVFS technology. Hence considering the 
importance of DVFS mechanism several important researches [12]-[13] included the 
DVFS mechanism for better performance.  

This particular research work first section focusses on the parallel computation and the 
need for parallel computation and steps related to makespan optimization. Further the 
sub section of first section highlights the research contribution. Second section 
discusses the various existing methodologies used for the performance enhancement 
and their drawbacks are highlighted. Third section presents the EAMM mechanism 
along with the Makespan optimization model, resource allocation and task scheduling 
mechanism. Similarly, fourth section presents the evaluation of EAMM mechanism. 

1.1 Motivation and contribution of this research work 
In IaaS (Infrastructure as a cloud), users utilize the computing service based on their 
requirement and pay per use model, further it provides the scalable resources to 
execute the real-world application faster in case of application such as genetic science, 
earthquake analysis and astronomy. Moreover, workflow is general model to describe 
the scientific application where task set creates forms link among the nodes; further 
IaaS cloud uses the higher resources which requires high amount of energy and it takes 
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time to execute the task. Moreover, the task execution time also known as the makes 
pan is one of the key factors considering the sensitivity of the workflow application. 
Task execution time is one factor and another factor is energy consumption. As the 
energy consumption becomes more then it causes to be more costly and also affects 
the data center. Hence In this research work we address the problem of makes pan 
minimization and energy consumption. Further contribution of this research work can 
be highlighted through below points. 

 In this research work, we have developed a mechanism named EAMM (Energy Aware 
makes pan minimization) mechanism to minimize makes pan and energy consumption.  

 We develop mathematical formulation of EAMM and EAMM based algorithm to 
achieve the objective.  

 Review analysis of existing efficient workflow model and highlight the drawbacks of 
existing workflow. 

   In order to achieve the objective of makes pan minimization at first we consider the 
problem of minimizing the execution time and weight offloading. Later we minimize 
the ratio of performance and offline algorithm,. 

   EAMM is evaluated by considering the standard scientific workflow montage and its 
variant which is in a form of DAX file. Further evaluation is carried out through 
comparative analysis.  

 • Comparative analysis shows that our model excels in terms of energy consumption 
and task execution time. 

Workflow execution is one of the important and vast areas of research; hence in order 
to design an efficient workflow model, we need to perform the extensive survey of 
existing model. In the next section we perform the extensive review of existing 
workflow model.  

2. Literature Survey 
In this section a brief literature is discussed to reduce the drawbacks such as energy 
consumption, ineffective resource allocation and performance degradation presented 
by different researchers in the field of cloud computing environment. A QoS aware 
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workflow scheduling technique algorithm was developed that identifies a workflow 
PCP and assigns that PCP to available resources that tends to reduce the resource cost 
to meet the deadlines. Further the algorithm implies a recursive approach for the 
previously scheduled task developed at PCP. Moreover, this algorithm also satisfies the 
general properties of cloud model such as flexibility and elasticity [14]. Moreover [15] 
developed cost aware workflow scheduling algorithm for reduction in makespan and 
workflow cost; it classifies the resources based on the different QoS workflow metrics. 
This algorithm was well intended to rule based mechanism for choosing the best fit 
workflows resources, this tries to optimize the workflow make span and meet the QoS 
constraint. [16] developed a partition-based strategy to solve the workflow scheduling 
problem, here algorithm develops the sub-workflow through the main workflow 
though partition strategy. This also further minimizes the task communication 
overhead and optimizes the execution time this strategy distributes the task on given 
optimal instances through maintaining the suitable scheduling strategy. [17] 
developed an efficient workflow scheduling mechanism through optimizing execution 
time, here this algorithm has two particular objectives i.e., meeting the budget 
constraint and minimizing the makespan. Here at first the strategy selects an optimal 
resource set which minimizes the total cost which meets the budget constraint later 
the algorithm tends to schedule the task in such optimal way that it suits the resource 
which is based on the heuristic approach. [18] designed dynamic workflow strategy 
application; in here algorithm computes the workflow execution and maintains the 
optimal scheduling strategy through dual stochastic function such as characteristics 
and distribution functions. Moreover, the primary intention here was to increase the 
estimating accuracy and workflow makespan to increase the algorithm performance. 
Moreover, algorithm applies different minimization to increase the algorithm 
performance and workflow scheduling strategy. [19] developed a dynamic workflow 
which was cost efficient and meets the deadline, this method considered the dynamic 
resource provisioning in cloud data center through mean clustering and subset sum 
problem. [20] developed a resource efficient workflow scheduling to meet the 
objective of makespan minimization and resource utilization, the author mainly 
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focused on the finding the optimal workflow scheduling such as server reliability 
maximization, reduction in total execution time and minimizing the makespan. [21] 
Developed a keen point driven algorithm to match up the objective, author focused on 
deadline aware and cost-efficient workflow scheduling to reduce the cost and 
makespan to meet the user defined constraint. Similarly [22] developed deadline 
aware cost-effective workflow scheduling to minimize makespan, here the algorithm 
tries to maintain the optimal scheduling plan for given workflows assigns the given 
task to the resources on given rank on rank-based policy. Other method like [23] and 
[24] focused on achieving the better efficiency model and achieve better performance, 
however it was mainly based on the cost and it comprises with scheduling 
performance.  
 
In above literatures, various problems such as optimization problem, high 
computational complexity, energy consumption and ineffective resource utilization 
etc. exists which can degrade their performance and hence difficult to introduce in real 
time scenarios. Therefore, an effective resource scheduling technique is needed to 
maintain a balancing between energy consumption and high performance based on 
𝐷𝑉𝐹𝑆 due to its various energy saving capabilities for a cloud computing environment. 
Therefore, we have presented a EAMM technique for cloud computing devices which 
efficiently decreases energy consumption as well as executes operations in very less 
time through makespan minimization. 

 
3. Proposed Methodology  
In this work we develop and design a particular mechanism named EAMM (Energy 
Aware Makes pan minimization) mechanism to reduce the makes pan and improvise 
the energy efficiency of the overall model. Moreover, this is achieved through 
considering the delay in task processing;. In general a scheduler minimizes the 
makespan through unloading task, however it affects cost, considering these scenario 
we design EAMM mechanism. Our proposed model EAMM is tested on 
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𝑀𝑜𝑛𝑡𝑎𝑔𝑒 scientific dataset; The Montage application is created by NASA/IPAC stitches 
together multiple input images to create custom mosaics of the sky [25] 
This work was conducted using with operating system of windows 10 64-bit with 16 GB 
RAM and loaded with I5 processor; further the model 3.20 GHz CPU and the model is 
evaluated using the programming language using java and neon .3 editor. 

 

4. System Model and Preliminaries 
Let’s consider any hybrid cloud model where the device access to 𝑚 identical parallel 
process denoted by 𝒿 ∈ ℳ = {1, … . . , 𝓃}. Moreover, initially we consider that remote 
cloud as the single powerful processor referred as processor 0. Later we extend our 
work to multiple processors. Initially we assume that all tasks are available at time 0.  
 
Let’s consider non-pre-emptible and independent tasks  𝑛 that are available to given 
scheduler at time is zero; let’s consider 𝒰 = {1, … , 𝑛}  be task indices with processing 
time for task is unknown and denoted as 𝓋.  Moreover, main intention here is to 
optimize the makespan of scheduled task on the given processor; in here we consider 
the offloading cost and makes pan together through weighted sum. Let 𝒯 be the set of 
possible schedules and 𝓉  be the schedule, further 𝓉 decides offloading of task on 
processor; let 𝒰𝒿( 𝒯) be the task scheduling set on processor 𝒿 ∈ ℳ𝑈 {0} under given 
schedule𝓉. Consider 𝒟𝒿(𝓉) as the total time taken to complete the assigned to 
processor and it is formulated through the below equation. 

𝒟𝒿(𝓉) = ∑ 𝒱𝓀, ∀𝓀∈𝒰𝒿(𝓉) 𝒿 ∈ ℳ    (1) 

𝒟(𝓉) = ∑ Ξ𝓀𝓀∈𝒰బ(𝓉)                       (2) 

 

Further as Ξ𝓀 is unknown, cost is given as 
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∁(𝓉) = ∑ 𝒷𝓀


∈ బ்(௦)       (3) 

Moreover total cost of schedule  𝑠 is given through below equation 

ℵ(𝓉) ≜ 𝑚𝑎𝑥𝒿∈ℳ{}൛𝒟𝒿(𝓉)ൟ + 𝓍γ(𝓉)   (4) 

In the above equation 𝑤 indicates weight parameter which allows tuning importance 
between cost and makespan, further cost minimization can be given as: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
𝓉 ∈ 𝒯

 ℵ(𝓉)   (5) 

5. Intermediate Framework 
In here we design an intermediate framework where processing time 𝒱𝓀is unknown 
and costs are  𝒷𝓀

  , ∀ 𝓀; in order to develop this intermediate framework, we 
consider 𝒬 as a problem instance of  𝒬௦௨.Further 𝓉(𝒬 )  is schedule of online 
algorithm and 𝓉̅∗(𝒬) is schedule of an optimal algorithm. Further the interactive 
framework is given as:  

𝑚𝑎𝑥
∀𝒬   ℵ(𝓉(𝒬 ))൫ℵ(�̅�∗(𝒬))൯

ିଵ
      ≤ 𝛿  (6) 

In here 𝜃 is tight for algorithm such that it satisfies the below equation. 

ℵ(𝓉(𝒬 )) = 𝛿ℵ(�̅�∗(𝒬))    (7) 

6. Problem Definition 
In this section we define the problem which is to reduce the makespan on given 
𝑚 + 1 processor 𝑝௫ as the cost of off-loading 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
𝓉 ∈ 𝒯

 𝒟௫(𝓉)  (8) 

In the above equation 𝒟௫(𝓉)is formulated as 
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𝒟௫(𝓉) ≜ 𝑚𝑎𝑥൛𝑚𝑎𝑥∈ℳ𝓋{} 𝒟 (𝓉), 𝓍𝒰(𝓉)ൟ  (9) 

Moreover 𝓆௫ and 𝒟௫
∗  indicates objective and further optimal schedule is denoted 

through𝓉∗; further if 𝓍=0 then 𝓆௫ is minimal on 𝓃 + 1 processor.  

6.1. Relation between 𝓺𝒔𝒖𝒎 and 𝓺𝒎𝒂𝒙 
Let 𝑠ᇱ  be considered as computed schedule for solving the 𝓆௫, further inequalities 
are formulated as:  

ℵ(𝓉ᇱ) = max
𝒿∈ℳ⋃{}

൛𝒟𝒿(𝓉ᇱ)ൟ + 𝓍∁(𝓉ᇱ)       (10) 

 

=2𝛿ℵ( ∗𝓉
ି ) 

Moreover in the above equation we observe that 𝓆௫and 𝓆௦௨require similar 
solution, hence we develop mechanism for 𝓆௫. Moreover, this is achieved through 
establishing the lower bound for 𝐶௫

∗  

Let 𝒟𝒿
∗ denotes completion time and 𝒰𝒿

∗ indicates task scheduled on given processor 𝒿 
under optimal schedule 𝒰𝒿

∗.optimal equation is formulated as: 

𝒟𝒿
∗ = ∑  ∀ 𝓀∈ ℳ,𝓀∈𝒰𝒿

∗ 𝓋𝓀  (11) 

𝒟
∗ = ∑ Ξ𝓋𝓀𝓀∈𝒰బ

∗   (12) 

𝒟௫
∗ ≥ ∑  ∀𝒿∈ ℳ, 𝓋𝓀𝓀∈𝒰𝒿

∗   (13) 

𝒟௫
∗ ≥ ∑ Ξ𝓋𝓀𝓀∈𝒰𝒿

∗     (14) 

Further substituting 𝒟௫
∗   in equation (12) and (13), we achieve: 

∑ 𝓋𝓀  ≤  ቀ𝓃 +  
ଵ

ஆ
ቁ 𝒟௫

∗
𝓀ୀଵ    (15) 
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Further, 𝒟௫
∗  be the optimal objective, 𝓉ᇱ  be the optimal schedule for scheduling 

task 𝒰 with earlier assumption regarding the processing time. 𝒟𝒿
∗ be the schedule 

length, 𝒰
ᇱ ⊆  𝒰 

ᇱ  be the task offloaded then we have further equation 

∑ 𝒷𝓀
 
𝓀∈𝒰బ

 =
ଵ

త
∑ 𝒟𝒿

∗𝓃
𝒿ୀଵ + ∑ 𝒷𝓀

 
𝓀∈𝒰బ

ᇲ    (16) 

Further we use𝒟௫
∗ ≥  𝒟𝒿

∗,  ∀𝒿 ∈ ℳ𝑈{0} and 𝒟௫
∗ ≥ ∑ 𝒷𝓀𝓀∈𝒰బ

ᇲ   and obtain 

EAMMM algorithm 

∑ 𝒷𝓀
 
𝓀∈𝒰 

ᇲ ≤ ቀ1 +
𝓃

త
ቁ 𝒟௫

∗        (17) 

6.2. EAMM Algorithm 
EAMM algorithm forms a task lost in accordance with their offloading cost 𝒷ଵ, 
further task in given list is scheduled one after the other on given processor 𝒴. 
Moreover, the proposed EAMM algorithm have not idea about the processing time 
of given task 𝓀  on processorℳ; hence 𝜘𝒷𝓀 is used for computing the processing 
time of task 𝓀 which is scheduled on processor and further task is terminated if it 
exceeds more than estimated time. Moreover, here we have considered 𝜘 ≥ 1 in 
such a way that task does not get terminated until it is processed. 
 
Moreover after scheduling task and performing iteration; tasks that are terminated 
are sorted again and task lists are arranged in ascending order of 𝒷; in next 
iteration task lists are scheduled where task are not terminated except last.  

 

𝑆𝑡𝑒𝑝1: 𝑖𝑛𝑖𝑡𝑖𝑎𝑙𝑖𝑧𝑒 𝑚 = 1, 𝒰(𝓂) = 1 

𝑆𝑡𝑒𝑝2: 𝑊ℎ𝑖𝑙𝑒 𝑚 <=  2 𝑑𝑜  

𝑆𝑡𝑒𝑝3: 𝓀ଵ = 1, 𝓀 =  ห𝒰(𝓂)ห + 1 
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𝑆𝑡𝑒𝑝4: 𝑆𝑜𝑟𝑡 𝒰(𝓂) 𝑖𝑛 𝑎𝑠𝑐𝑒𝑛𝑑𝑖𝑛𝑔 𝑜𝑟𝑑𝑒𝑟 𝑜𝑓 𝑔𝑖𝑣𝑒𝑛 𝒷𝓀 

Step5: 𝑅𝑒 − 𝑖𝑛𝑑𝑒𝑥𝑖𝑛𝑔 𝑡𝑎𝑠𝑘 𝑖𝑛 𝑜𝑟𝑑𝑒𝑟 𝑜𝑓 𝒷ଵ ≤ 𝒷ଶ ≤ ⋯ ≤ 𝒷ห𝒰(𝓂)ห 

Step6: 𝑆𝑡𝑎𝑟𝑡𝑖𝑛𝑔 𝑜𝑓 𝑡𝑎𝑠𝑘 𝓀ଵ 𝑜𝑛 𝑔𝑖𝑣𝑒𝑛 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 𝒴 

Step7: 𝑓𝑜𝑟 ℓ = 1 𝑡𝑜 𝑚𝑖𝑛൛𝓃, ห𝒰(𝓂)หൟ 𝑑𝑜  

Step8: 𝓀 = 𝓀 − 1 

𝑆𝑡𝑒𝑝9: 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔 𝑜𝑓 𝑡𝑎𝑠𝑘 𝓀 𝑜𝑛 𝑔𝑖𝑣𝑒𝑛 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 ℓ   

Step10: 𝐼𝑓 𝓂 = 1  

𝑇ℎ𝑒𝑛  

𝑇𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒 𝑡𝑎𝑠𝑘 𝓀 if execution of task exceeds 𝜘𝒷𝓀బ
 and include in 

𝒰ଶ 

𝐸𝑛𝑑 𝑖𝑓  

𝐸𝑛𝑑 𝑓𝑜𝑟 𝑙𝑜𝑜𝑝 

Step11: 𝑊ℎ𝑖𝑙𝑒 𝒰(𝓂)  ≠ 0 𝑑𝑜 

Step12: 𝑊𝑎𝑖𝑡𝑖𝑛𝑔 𝑓𝑜𝑟 𝑒𝑣𝑒𝑛𝑡  ℱ 𝑜𝑐𝑐𝑢𝑟𝑟𝑒𝑛𝑐𝑒 

Step13: 𝐼𝑓 ℱ = 𝑎 𝑡𝑎𝑠𝑘 𝓀 (cancelled or completed on processor ଜ̂  ∈ ℳ ) 

Step14: 𝐶𝑎𝑛𝑐𝑒𝑙 𝑡ℎ𝑒 𝑡𝑎𝑠𝑘  𝓀  𝑖𝑓 𝑖𝑡 𝑖𝑠 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒𝑑  

Step15: 𝒰(𝓂) = 𝒰(𝓂)\൛𝓀ൟ 

𝓀 =  𝓀 − 1 

Step16: 𝐼𝑓(𝓀 > 𝓀ଵ) 𝑡ℎ𝑒𝑛  
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Task scheduling on processor  𝚤̂ 

End of if condition 

Step17: 𝐼𝑓 (𝓂 = 1) 

𝑇𝑎𝑠𝑘 𝑐𝑎𝑛𝑐𝑒𝑙𝑙𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝓀 if the execution time exceeds 𝜘𝒷𝓀బ
 

𝐼𝑛𝑐𝑙𝑢𝑑𝑒 𝑡𝑎𝑠𝑘 𝑖𝑛𝑡𝑜 𝒰(ଶ) 

𝐸𝑛𝑑 𝑜𝑓 𝑖𝑓 𝑠𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡 

Step18: 𝐸𝑙𝑠𝑒 𝑖𝑓 ℱ =  𝑡𝑎𝑠𝑘 𝓀ଵ 𝑤ℎ𝑖𝑐ℎ 𝑖𝑠 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑 𝑜𝑛 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟  𝑡ℎ𝑒𝑛 

𝐶𝑎𝑛𝑐𝑒𝑙 𝑡𝑎𝑠𝑘 𝓀ଵ 𝑖𝑓 𝑝𝑎𝑟𝑡𝑖𝑐𝑢𝑙𝑎𝑟 𝑡𝑎𝑠𝑘 𝑖𝑠 𝑠𝑐ℎ𝑒𝑑𝑢𝑙𝑒𝑑 𝑜𝑛 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟 

 

Step19: 𝒰(𝓂) = 𝒰(𝓂)\ቄ𝒰(𝓂) ቅ 

𝓀 =  𝓀 − 1 

Step20: 𝐼𝐹(𝑡𝑎𝑠𝑘 𝓀ଵ 𝑖𝑠 𝑛𝑜𝑡 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑑) 𝑡ℎ𝑒𝑛  

𝑆𝑐ℎ𝑒𝑑𝑢𝑙𝑒 𝑡𝑎𝑠𝑘 𝓀ଵ 𝑜𝑛 𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑜𝑟  

𝑆𝑡𝑒𝑝21:  𝐸𝑛𝑑 𝑜𝑓 𝑖𝑓 𝑠𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡(𝑠𝑡𝑒𝑝20) 

𝑆𝑡𝑒𝑝22: 𝐸𝑛𝑑 𝑜𝑓 𝑖𝑓 𝑠𝑡𝑎𝑚𝑒𝑛𝑡(𝑠𝑡𝑒𝑝13) 

𝑆𝑡𝑒𝑝23: 𝐸𝑛𝑑 𝑤ℎ𝑖𝑙𝑒 (11) 

𝑆𝑡𝑒𝑝24: 𝓂 = 𝓂 + 1 

𝑆𝑡𝑒𝑝25: 𝐸𝑛𝑑 𝑤ℎ𝑖𝑙𝑒 (𝑠𝑡𝑒𝑝2) 
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6.3. Minimizing the Ratio 
In this section we tend to minimize the ratio of performance and offline 
algorithms. Here considering the set of tasks 𝒰(𝓂) in given 𝓂  iteration. Schedule 

length is denoted by 𝒟௫
(𝓂)

 (𝓉ாெெ), 𝓉𝓂   be the further schedule.  The main 
advantage of proposed algorithm is that it can optimize the competitive ratio 
through proper 𝜘. In here, at first, we use higher value which allows task to run for 
longer period. Later we use smaller value of 𝜘 for aggressive cancellation. Further 
considering the optimization problem, here we tend to minimize the upper bound 
of ratio and minimization problem is given as: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒
𝜘 ≥ 1

     (18) 

Further solutions of above equations are given as: 

= ൜
1                         𝓃 = 1 
0.5(𝓃)ଵ/ଶ          𝓃 ≥ 2

      (19) 

Further using the above equation of  𝒟௫
  we get  

  (𝓉ாெெ)(𝒟௫
∗ )ିଵ𝒟௫

  ≤  ൜
4           𝓃 = 1

1 +  2 (2𝓃)ଵ/ଶ      𝓃 ≥ 2
  (20) 

 

7. Result & Discussion  
Now a days, the request of CC (cloud computing) resources has highly emerged in real-
time due to its vibrant uses, flexibility, cost effective and easily accessible at anywhere 
anytime through internet. Multimedia-signal-processing method is well-known 
technique that can be utilized in these CC-devices. Therefore, the performance of 
these computing devices must be superior due to the extensive demand of these 
computing devices in day-to-day life. However, high energy consumption in these 
computing devices can disturb their performance; further makespan is an important 
constraint, hence to optimize these objectives, we have introduced EAMM 
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 For heterogeneous computing devices which efficiently reduce energy consumption 
as well as provide superior performance. The run-time can be evaluated considering 
various jobs as 25, 50, 100, and 1000. Graphical representation of our outcomes is also 
presented considering execution-time, number of tasks and energy consumption. The 
run-time and total power consumed can be evaluated using different parameters in 
table 1 which is demonstrated in the following section. Figure 1 shows the montage 
scientific workflow.   

EAMM is evaluated through varying the number of virtual machines as 20, 40 and 60, 
these varied results are compared with the existing model by considering the for 
eminent parameter i.e. total execution time, power sum, power average, average 
power and energy consumption. In here table 2 and table 3 presents the comparison 
of existing model with the proposed EAMM model by varying the virtual machine as 
20, 40 and 60.  

        Table (1): Comparison of existing model and EAMM on virtual machine 20 

 ES EAMM 

Number of 
VM 

20 40 60 20 40 60 

Total 
Execution 
Time (s) 

6359.41 
sec 

12380.99 
sec 

24712.57 
sec 

3030.25 sec 2953.86  5898.82 sec 

Energy 
Consumption 
(𝑊ℎ) 

3495.42 7028.52 3495.42  416.88 1330.92  894.063 
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        Table (2): Comparison of existing and EAMM on virtual machine 40 

 ES EAMM 

Number of 
VM 

20 40 60 20 40 60 

Total 
Execution 
Time (s) 

6359.41 
sec 

12380.99 
sec 

24712.57 
sec 

3030.25 
sec 

2953.86  5898.82 
sec 

Energy 
Consumption 
(𝑊ℎ) 

3495.42 7028.52 3495.42  416.88 1330.92  894.063 
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Figure (1): Montage Scientific Workflow 

7.1  Montage_25 
 In this sub-section we evaluate the EAMM methodology on montage_25 node dax by 
varying the number of VM; further comparison is given based on two parameters i.e., 
total time taken and energy consumption as both are very important factor. In here 
below figure i.e., figure 2 and figure 3 shows comparison on total simulation time and 
Energy Consumption. In figure 2, X-Axis indicates number of VM, y- axis indicates time 
taken in seconds.  Moreover, considering the dynamic environment of cloud the less 
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time it takes the better and efficient the model; in here for 20 VM existing model takes 
6310.87 seconds whereas EAMM mechanism takes only 2883.65 seconds. For 40 VM 
time taken to complete the task is 8965.28 and for proposed time taken is 2883.65. 
Similarly for 60 VM existing model takes 6923.13 sec and EAMM takes 2883.65 sec. 
Further for 20 VM, 40VM and 60 VM energy consumption for existing mechanism is 
3491.37, 5423.21 and 4079.23 respectively whereas EAMM mechanism takes 1280.94, 
1287.94 and 1287.94 respectively. 

         Table (3): Tabular Comparison of Existing Model and EAMM on M ontage_25 

 ES EAMM 

Number of 
VM 

20 40 60 20 40 60 

Total 
Execution 
Time (s) 

6310.87 
sec 

8965.28 
sec 

24712.57 
sec 

2883.65 
sec 

2883.65 2883.65sec 

Energy 
Consumption 
(𝑊ℎ) 

3491.37 5423.21 4079. 23   1280.94 1287.94 1287.94 
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Figure (2):  execution time comparison on maontage 25 

 

Figure (3): Energy Efficientcomparison on maontage 25 
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Further evaluation is carried out on Montage _50; in here for 20 VM, simulation time 
taken is 9272.74, 8965.28 and 6923.28 respectively whereas proposed mechanism 
takes 2984.39 sec in case of all VM. Hence it is observed that proposed model takes 
comparatively less time than the existing mechanism. Similarly, energy consumption 
for VM 20, 40 and 60 are 5649.82, 5423.21 and 4079.23 respectively; however 
proposed mechanism consumes 1340.94, 1456.94 and 1480.94 respectively.  

Table (4): tabular comparison of existing model and EAMM on Montage_50 

 ES EAMM 

Number of 
VM 

20 40 60 20 40 60 

Total 
Execution 
Time (s) 

9272.74 
sec 

8965.28 
sec 

6923.28 
sec 

2984.39 
sec 

2984.39 2984.39 
sec 

Energy 
Consumption 
(𝑊ℎ) 

5649.82 5649.82 4079.23 1340.94 1456.94 1480.94 
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Figure (4): Graphical Comparison of Existing Model and Proposed Model in 
Montage_50 Based on Execution Time 

 

Figure (5): Energy Efficient Comparison on Mantage 50 
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7.2 Montage_100 
Table 5 shows the comparative analysis of existing and proposed mechanism on 
Montage 100 node dax, here the simulation time taken through 20, 40 and 60 for 
existing model are 8765.47, 12217.37 and 12737.5 respectively whereas proposed 
mechanism takes Moreover energy consumption for montage 100 through 20, 40 and 
60 are 6313.95, 8501.44 and 8867.34 whereas EAMM mechanism consumes 3196.13, 
3171.32 and 3171.32 respectively. 

        Table (5): Comparison of Existing and EAMM on Montage 100 

 ES EAMM 

Number of 
VM 

20 40 60 20 40 60 

Total 
Execution 
Time (s) 

8765.47sec 12217.37 
sec 

12737.5 
sec 

6313.95sec 8501.44 8867.34 
sec 

Energy 
Consumption 
(𝑊ℎ) 

6313.95 8501.44 8867.34 3196.13 3171.32 3171.32 
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Figure (5): Task Execution Time Comparison on Montage 100 
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 Figure (6) Energy Efficient Comparison on Montage 50 

7.3 Montage_1000 
Table 6 shows the comparison of existing and EAMM mechanism on Montage 1000 
node DAX, in here for Montage 1000 through 20, 40 and 60 VM existing model takes 
8765.47, 12217.74 and 12737.5 respectively to execute the task whereas EAMM takes 
5715.3, 5646.85 and 5646.85 respectively. Further Energy consumed through 20, 40 
and 60 are 6313.95, 8501.44 and 8867.34 respectively for existing model, whereas 
4196.13, 4171.32 and 4171.32 respectively for EAMM mechanism. 

Table( 6): Comparison of Existing and EAMM on Montage 100 

 ES EAMM 

Number of 
VM 

20 40 60 20 40 60 

Total 
Execution 
Time (s) 

8765. 
47sec 

12217.74 
sec 

12737.5 
sec 

5715.3sec 5646.85 5646.85 sec 

Energy 
Consumption 
(𝑊ℎ) 

6313.95 8501.44 8867.34 4196.13 4171.32 4171.32 
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Figure (7): Task Execution Time Comparison on Montage 1000 
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Figure (8): Energy Consumption Comparison on Montage 1000 

8. Conclusion 
Workflow scheduling has become one of the important and challenging issues 
considering the emerging distributed environment; further due to the dynamic 
environments it’s essential to satisfy the QoS constraint such as Energy consumption, 
makes pan. Cloud gets the application in form of workflow that comprises the inter-
dependent task set for solving the enterprise or large-scale scientific problem. In this 
research work we focus on minimizing the makes pan through monitoring the 
processing delay. Further EAMM is evaluated   considering the important metrics as 
makes pan and energy consumption; in order to evaluate we consider the scientific 
workflow named montage and its various model; further evaluation is considered 
through comparative analysis with the existing model of makes pan and energy 
consumption and through the comparative analysis it is observed that our model 
simply outperforms the existing model.  
 
Workflow execution is an extensive research area with various numbers of constraint 
and parameter, although EAMM shows the remarkable improvement in terms of task 
execution time and energy consumption. There are several research areas such as 
power aware which we will be focusing in the next research work and evaluating 
model by considering the different workflow to prove the better efficiency of model. 
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ƿ  ی وامبوونەردهب  ی زمیکانی م  ینان Ƀکارههب   هب   19  دۆڤیک  ی دانǃقف   یرانهیق   ه کار 
کهمکردنهوە  کهرەوە ئاگادار  یەوز   ی تا ەرهس   ه ƿ  ه ک  ەیهیماو  و هئ   یƿه 

 یره وتیمپۆک  یورهه یدەست کرد  یرەکیز هƿسته یوɃ پ ییتاۆتا ک ەوهکارکردن 
 
 پـوخـتـه: 

کاری   ژینگهیهکی  دەستکرد  زیرەکی  ههوری  ƿهسهر  ژمɃریاری  دەکات  دابین  داواکاری  ƿهسهر  و  نهرم 
بۆ   بɃت  بهردەست  ئاسانی  به  خزمهتگوزاریهکه  ئهوەی  بۆ  سهرچاوە  هاوبهشکردنی  دیاردەی  بنهمای 
دیارەکانی   بهرنامه  ƿه  بووە  یهکɃک  کار  کاری  خشتهی  دواییدا،  سا�ǅنهی  ƿهم  زیاتر  گشتی.  سوودی 

قاǄبی دووبارەی چا�ƹکی بازرگانی پɃکدɄنɃت که پɃویسته جɃبهجɂ بکرɄت    کار   یشاوƿɃ  وررایانکردنی هه
به  پɃویستی  کار  بهردەوامبوونی  خشتهی  کاتی  ƿه  زیاتر  زنجیرەیی.  پشکنینی  ƿیستی  بهپɃی 

QoSƿئهرکهکان    ی تگوزارهخزم  یتیکوا جɃبهجɃکردنی  کاتی  وزە،  بهکارهɃنانی  وەک  ههیه  کارا 
باشتر،  ئهدای  بهدەستهɃنانی  سهر  خسته  سهرنجیان  توɄژەر  چهندین  ڕابردوودا  ƿه  گرنگن؛  پارامیتهری 

 .ɂنه به کارامهییانهوە دەب؊ƽɄههرچهندە کهم و کوڕی سهرەکی ئهم مۆد 

  ی تاە رهس  هƿ  هک  ەیهی ماو  وهئƿه کهمکردنهوەی    کهرەوەئاگادار  ەیوز  یزمیکانیم  بۆیه، ƿهم توɄژینهوەیهدا
پهرەپɃدەدەین بۆ بهدەستهɃنانی باشتری    EAMMکارپɃکردوو به ناوی      پɃویسته  ییتاۆ تا ک ەوهکارکردن

کɃشهی پرۆسهی دواخستن و کاتی جɃبهجɃکردن   EAMMئهدا ƿه خشتهی کار. ƿه سهرەتادا میکانیزمی  
ئهم   زیاتر  دەکات.  ƿۆگاریتمهوە چارەسهر  ڕɄگهی ههمان  ƿه  و  دەکات  دیزاین  هاوبهش  کɃشهیهکی  وەک 

ƿه   وزە  بهکارهɃنانی  و  ماوەی  بچووککردنهوەی  ƿهسهر  دەکاتهوە  جهخت  کارەکه   هیخشتتوɄژینهوەیه 
ƿهسهر   یجازهم  یرɃئام جɃبهجɃکردن  کاتی  کهمکردنهوەی  ڕɄگهی  ƿه  هاتووە  بهدەست  زیاتر  ئهمه   .

دیزاینکراو.   ƿۆگاریتمی  ڕɄگهی  ƿه  دراوە  ناوخۆیی  به   EAMMسازکهری  ههǄدەسهنگɃنرɄت  زیاتر 
سɃتی یکار  یشاوƿƿɃهبهرچاوگرتنی   شیکردنهوەی   داتای  ڕɄگهی  ƿه  و  مۆنتاژ  بنهمای  ƿهسهر  زانستی 

به سادەیی مۆدƼɄی بهردەست ƿه ڕووی کاتی تهواو    EAMMبهراوردکارییهوە ئهوە تɃبینی دەکرɄت که  
 . جɃبهجɃکردن و بهکارهɃنانی وزە دەردەکات
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فى الحوسبة    تنفيذباستخدام الية تقليل الوقت ال 19جدولة سير الاعمال فى ازمة كوفيد 
  السحابية فى الذكاء الاصطناعى

 

   :الملخص
توفر الحوسبة السحابية للذكاء الاصطناعي بيئة عمل مرنة عند الطلب استنادا إلى ظواهر مشاركة الموارد لجعل  
الخدمة متاحة بسهولة للمنفعة العامة. وعلاوة على ذلك، في السنوات الأخيرة، كانت جدولة سير العمل واحدة من 
تطبيقات الحوسبة السحابية البارزة. يتضمن سير العمل نمط النشاط التجاري المتكرر الذي يحتاج إلى التنفيذ وفقا 

مثل استهلاك الطاقة، وقت   جودة الخدمةلقائمة التحقق التسلسلية. وعلاوة على ذلك جدولة سير العمل يتطلب كفاءة 
الهامة المعلمة  هي  المهمة  ركز.  تنفيذ  الماضي  العيب   في  ولكن  أفضل،  أداء  تحقيق  على  الباحثين  من  العديد 

 EAMM  اسير العمل اسمهلتطوير آلية فعالة    ملنا علىفي هذا البحث ع  .  ذه النموذج يكمن في كفاءتهالرئيسي له
 ) لتحقيق أداء أفضل في جدولة سير العمل.تقليل الوقت اللازم لبدء و انهاء مهمة بادراك الطاقة(
 

آلية   البداية  نفس    ممتص  EAMMفي  خلال  من  ويحل  مشتركة  كمشكلة  التنفيذ  ووقت  المعالجة  تأخير  مشكلة 
ا  فترة  تقليل  البحثي على  العمل  الطاقة في جدولةالخوارزمية. كذلك يركز هذا  الذكية    لتصنيع واستهلاك  الماكينة 

VM وعلاوة على ذلك يتم تحقيق ذلك من خلال تقليل وقت التنفيذ على معالج محلي معين من خلال خوارزمية .
تقييم   يتم  كذلك  على    EAMMمصممة.  القائم  العلمي  العمل  سير  من  البيانات  مجموعة  في  النظر  خلال  من 

أن   لوحظ  المقارن  التحليل  ومن خلال  إجمالي    EAMMالمونتاج  الحالي من حيث  النموذج  على  ببساطة  يتفوق 
 وقت التنفيذ واستهلاك الطاقة. 

 

 


